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Abstract

The problem of Multi-Agent Path Finding (MAPF) calls for finding a set of conflict-
free paths for a fleet of agents operating in a given environment. This problem has
attracted high interest among the artificial-intelligence and robotics community in the
recent years. There exist different real-world application which can be modeled and
developed based on the theory behind the MAPF problem.

Even though planning an optimal path for a single agent can be done efficiently,
solving the MAPF problem optimally is computationally intractable in the general case.
Nevertheless, there are several algorithmic approaches for solving the MAPF problem
optimally that are able to solve non-trivial problem instances effectively.

Arguably, the state-of-the-art approach to computing optimal solutions is Conflict-
Based Search (CBS). Although this approach and its many improvements allow to solve
non-trivial instances of the problem in practice, CBS sometime fails to solve MAPF
instances even when allowed long periods of run-time. Interestingly, such instances do
no exhibit notable differences from easy ones. That is, there is still a significant lack of
understanding in the community regarding the causes for the hardness of the problem
and the ability of different solvers to cope with it.

In this work we address this issue, and try to shed light on the main aspects that
affect the problem’s hardness. We do so by revisiting the complexity analysis of CBS
to provide tighter bounds on the algorithm’s run-time in the worst-case. Our analysis
paves the way to better pinpoint the parameters that govern (in the worst case) the
algorithm’s computational complexity.

Our analysis is based on two complementary approaches: In the first approach
we bound the run-time using the size of a Multi-valued Decision Diagram (MDD)—a
layered graph which compactly contains all possible single-agent paths between two
given vertices for a specific path length. In the second approach we express the run-
time by a novel recurrence relation which bounds the algorithm’s complexity. We use
a generating functions-based analysis in order to tightly bound the recurrence.

This analysis provides new upper-bounds on CBS’s complexity. The results allow us
to improve the existing bound on the run-time of CBS for many cases. For example, on
a set of common benchmarks we improve the upper-bound by a factor of at least 210°,
We also provide an extended discussion, which hopefully will allow to extend this line

of research, toward improving our understanding of the MAPF problem’s hardness.






Chapter 1

Introduction

The Multi-Agent Path Finding problem (MAPF) is a well-studied problem, which at-
tracts high interest among the robotics and Al community. It can be used to model
many real-life applications, from automated warehouses (Wurman et al., 2008), through
computer games (Sturtevant, 2012) and to autonomous vehicles (Pallottino et al., 2007).
Therefore, much effort is invested in order to solve the problem as efficiently as possible,
under different models and for different scenarios.

In the general version of MAPF (Stern et al., 2019) we are given a graph G = (V, E)
with n vertices and a set of k agents A = {a1, aq, ..., ar}. Each agent a; is provided with
a start and a goal location, (s;,g;) s.t. s;,g; € V. Time is discretized and at every time-
step an agent can either wait in its current location or move across an edge to an
adjacent vertex. A feasible solution is a paths set P = {p1,p2, ..., pr} such that p; is a
path for agent a; from s; to g;, and there is no conflict between any two paths in P.
We consider two types of conflicts—a wvertez-conflict, in which two agents occupy the
same vertex at the same time-step, and an edge-conflict, in which two agents traverse
the same edge from opposite sides at the same time-step. An optimal solution is a
paths set P which also optimizes some objective function. Arguably, the most common

objective functions used for MAPF are:

1. Makespan—where we want to minimize the time in which the last agent arrive at

its goal.

2. Sum-of-Costs (SoC)—where we want to minimize the combined time it took for

all agents to arrive at their goals.

The task of finding an optimal solution is known to be NP-hard (Yu, 2016) for
both aforementioned objectives. The problem remains NP-hard even when G is a sub-
graph of a planar grid graph (Banfi et al., 2017). Nevertheless, state-of-the-art optimal
algorithms are able to effectively solve many non-trivial instances.

The approaches for solving the MAPF problem can be divided into two algorithmic

families:



1. Search-based algorithms—in which the algorithm searches through the space

of possible solutions in order to find an optimal solution.

2. Compilation-based algorithms—in which the MAPF instance is being trans-
lated into an instance of a different problem, and is solved using a known solver

for the different problem.

In our work we focus on search-based algorithms and mainly discuss Conflict-Based
Search (which we present shortly). Nevertheless, compilation-based algorithms, and
mainly the SAT-based approach, constitute a large and important portion of recent
work on the MAPF problem. In addition, we later argue that our work can also be
adapted to exploit ideas from compilation-based algorithms. Therefore, we address
both algorithmic techniques in this introduction and explain the main ideas of SAT-
based solvers for MAPF as well. State-of-the-art algorithms from both disciplines have
achieved impressive results dealing with non-trivial MAPF instances. There is no clear
evidence for one algorithm or technique that stands above all others, and which algo-

rithm is better usually depends on the structure of the instance (Kaduri et al., 2021).

Search-Based Algorithms for MAPF

Solving the MAPF problem with a simple A* approach is usually ineffective. Such an
algorithm would require to search in the joint space resulting in a graph whose size
and branching factor are exponential in the number of agents. Therefore, other search-
based approaches were suggested, in which the main idea is to start from a possibly
infeasible solution and work iteratively to make it feasible. Arguably, the two main
algorithms under this category are Increasing-Cost Tree Search (ICTS) (Sharon et al.,
2013) and Conflict-Based Search (CBS) (Sharon et al., 2015).

Increasing-cost tree search. ICTS first finds a shortest path for each agent inde-
pendently and constructs a solution with a given cost (induced by the found paths).
It then systematically increases the cost of the solution and searches through the so-
lutions space for each cost, until it finds a feasible solution. The search in each level
(for any given cost) is not done exhaustively, but rather with dedicated techniques that
make the search more efficient. Such techniques include fast pruning mechanism that
allow to quickly eliminate irrelevant solutions. The search for possible solutions in each
layer is done using dedicated data structures that capture a large portion of all possible

solutions, to allow fast identification of feasible solutions.

Conflict-based search. CBS, which is one of the most commonly used algorithms
for solving MAPF problems optimally, starts the same way as ICTS and constructs
a solution by finding a shortest path for each agent. It then works in two levels to

construct a feasible solution—in the high-level search it systematically identifies and



resolves conflicts in the solution until obtaining a feasible solution. After CBS finds
a conflict it applies a constraint that prohibits a conflicted agent from being in the
location of the conflict at that certain time-step. It then works in the low-level search
to plan a new path for the newly constrained agents. We give a detailed explanation
of CBS in Section 2.2.

A recent work combines CBS and ICTS, taking “the best of both worlds”, in order
to construct an improved algorithm which is less limited on instances that are difficult

for each of the algorithms separately (Walker et al., 2021).

CBS improvements. CBS was found to be highly effective in coping with different
types of MAPF scenarios, thus, many studies followed this approach and introduced
different techniques that allow to empirically improve the algorithm’s run-time. One of
the earliest, most significant improvement for the algorithm is the prioritize conflicts
technique which uses conflict classification (Boyarski et al., 2015). Identifying and
prioritizing conflicts that have to be solved in order to find an optimal solution (called
cardinal conflicts) can be done efficiently. Prioritizing conflicts decreases the run-time
of CBS significantly.

Other improvements based on the technique of conflicts classification also exist.
Developing dedicated heuristics for the algorithm’s high-level search is a natural mod-
ification. The main heuristics which exist for CBS are based on finding and counting
cardinal and other types of conflicts (Felner et al., 2018; Li et al., 2019a; Boyarski et al.,
2021). Mutez-propagation (Zhang et al., 2020) is another improvement which considers
conflict classification and is used to try and approximate the reachable states in the
search-space efficiently, without the necessity of solving all conflicts explicitly.

Another recent work introduced the idea of CBS with disjoint splitting (Li et al.,
2019b). In this version of the algorithm, splitting the high-level search due to a conflict
is done by applying two constraints on the same agent—one that prohibits it from being
at the location of the conflict and one that required it to be there. By doing that, the
algorithm maintains its optimally guarantee while reducing the size of the search-space
much faster on average. A detailed description of the disjoint splitting method is given
in Section 2.2.

A popular line of research tries to identify different symmetries in the structure of
the problem, and use techniques of symmetry-breaking in order to speed-up CBS’s exe-
cution. Such techniques include triangle-reasoning (Li et al., 2019¢), corridor-reasoning
and target-reasoning (Li et al., 2020a). These ideas were shown empirically to signifi-
cantly reduce the run-time of CBS on a variety of cases with different properties.

One last CBS-based approach is Iterative-Deepening Conflict-Based Search (IDCBS)
(Boyarski et al., 2020), which uses the idea of an IDA*-like search in the high-level search
of CBS. It allows to utilize different aspects of the search, such as similarities between
consecutive expanded nodes, in order to speed-up computation time for many instances.

Since the problem of finding an optimal solution is computationally hard for the



general case, many works tried to developed bounded-suboptimal algorithms, that trade
off solution quality with efficiency of computation. Enhanced-CBS (ECBS) is one such
algorithm which is based on CBS (Barer et al., 2014; Li et al., 2020b). Other leading
approaches include different compilation-based solvers (Cohen et al., 2016; Surynek
et al., 2017a). Non-bounded algorithms also exists, such as Priority-Based Search
(PBS) (Ma et al., 2019) which solves conflicts by prioritizing one agent’s path before
the other.

Compilation-Based Algorithms for MAPF

Compilation-based (or reduction-based) solvers call for reducing an instance of a prob-
lem, usually in polynomial time, into an instance of a different familiar problem, for
which there exist known, effective, solvers. The challenge in this technique is often
keeping the reduced instance small enough, so the solver could work on it in an ef-
ficient time. Optimization problems like MAPF raise another challenge—translating
the necessity of optimizing a cost function to an instance of a decision problem is
not trivial, and might require extending the algorithm (i.e., not just to work with an
existing solver).

There exist several studies on compilation-based algorithms for the MAPF problem,
most of them based on a reduction to the boolean satisfiability problem (or SAT). SAT
is one of the most studied problems in computer science. It calls for deciding whether
a given boolean formula, over a set of variables, can be satisfied. SAT is known to
be NP-complete (Cook, 1971). Nevertheless, many studies developed techniques, often
called “SAT-solvers”, for coping with the SAT problem, allowing to solve many different
instances in a very effective way (Kilani et al., 2013).

Reducing an NP-hard problem to SAT is a common approach for dealing with NP-
hard problems. The main idea of this concept is reducing an instance of the original
problem into a boolean satisfiability problem instance, i.e., a boolean formula, using
some polynomial-time construction, and then using any SAT-solver in order to find if
the formula can be satisfied.

In order to exploit the abilities of SAT-solvers for the purpose of solving a MAPF
instance, previous works show how to translate the set of all possible arrangements of
agents throughout an interval of a given cost into a boolean formula. The formula rep-
resents the question “whether a solution exists within this given cost?”. The algorithm
then works iteratively, going over increasing costs, until the solver returns a positive
answer. This guarantees an optimal solution.

The first studies on the topic handled MAPF under the makespan objective (Surynek,
2012, 2014). More recent work has shown how to exploit dependencies between a so-
lution’s makesapn and sum-of-costs, in order to handle MAPF under the sum-of-costs
objective as well (Surynek et al., 2016). Recent works extended this idea to create
improved SAT-based MAPF solver (Surynek et al., 2017b). Other works use the SAT-



based approach to solve different formulations of the MAPF problem (Surynek, 2021;
Bartak et al., 2021).

Motivation and Contribution

The different aforementioned approaches for solving the MAPF problem allow to cope
with a variety of complicated instances effectively. Nonetheless, each one of those al-
gorithms has limitations, and there are many cases where CBS and other approaches
cannot solve the problem even when allowed very long running times (Kaduri et al.,
2020). Interestingly, many such empirically-hard instances do not exhibit notable dif-
ferences from easy ones, and identifying the exact source of (theoretical and empirical)
hardness is an open question (Salzman and Stern, 2020).

In this work we try to address this gap in the understanding of the hardness of
the problem. In the long term, we hope that this work would be a starting point for
identifying and classifying measurable factors that affect the hardness of the MAPF
problem and the ability of the different algorithms to solve them effectively. Such
results have the potential to significantly improve our ability to handle the problem.
Such improvements can include adjustment of algorithms to an instance specification
(e.g., by choosing a certain heuristic), better designing the environment in a way that
would facilitate with the algorithm (this approach is highly motivated by the warehouses

management domain), develop an algorithm selection mechanism, etc.

Our Contribution

As explained, we hope that this work would lay the ground for more extended research
on the aspects that affect the hardness of the MAPF problem. As a first step, in
this work we study the computational complexity of CBS, which is one of the most
commonly-used algorithm for solving the MAPF problem. We provide a modified
analysis for the algorithm’s worst-case complexity, while presenting new observations
and tools that can be used to further improve the understanding on the problem’s
difficulty. The original exposition of CBS (Sharon et al., 2015) presented a (loose)
upper-bound on the algorithm’s complexity that is exponential both in the problem’s
parameters (number of agents k and number of vertices n in the graph GG) and in the
cost of an optimal solution. In this work we tighten this upper bound and provide a
new point of view on the analysis of a worst-case scenario for the algorithm. We believe
that this is a first step toward improving our understanding of the problem’s hardness
which, in turn, will allow to design algorithms that can solve a wider range of instances.

We suggest two novel approaches to improve the algorithm’s worst-case complexity
analysis. In the first approach we improve the (existing) upper-bound on the number
of possible constraints that CBS might need to apply in order to find a solution. We
do this by bounding the size of a Multi-valued Decision Diagram (MDD)—a layered



graph which compactly contains all possible paths between two vertices for a specific
path length (Sharon et al., 2013). In the second approach we express the run-time of an
advanced variant of CBS using a novel recurrence relation which bounds the algorithm’s
complexity. We compute the generating function (Wilf, 2006) of the recurrence and
use it to tightly bound its value in order to obtain a tighter bound on the complexity
of the CBS variant.

Combining the results from both approaches provides us with new tighter upper-
bounds for the worst-case complexity of CBS. Beyond the new bounds, we anticipate
that the computational tools we introduce will allow to obtain future improvements
to the upper-bound. For example, this can be obtained via tighter bounds on the
recurrence relation, or by improving the analysis of an MDD size.

In addition to the main results on CBS’s bounds, we give an extended discussion
that can be a starting point for future work. We discuss several other directions for
further improving the algorithm’s analysis in particular, and trying to utilize our results

for practical purposes.



Chapter 2

Preliminaries

2.1 MAPF Formulation

= ®

Figure 2.1: An illustration of a MAPF instance on a grid with five agents. The
agents ai,...,as are represented as colored circles and originate in their start loca-
tion. The matching goal for each agent is marked with a square of the same color. The
colored grid areas represent blocked vertices in the environment. The colored arrows

represent an optimal solution.

We assume the standard setting of the MAPF problem, where we are given a
graph G with n vertices and a set of k agents with start location s; and goal loca-
tion g; for each agent a;. The task is to plan a path for each agent, such that the total
paths set, denoted by P, is feasible, i.e., paths do not collide with each other. We say
that P is an optimal solution if it optimizes some predefined objective function.

Given a solution P, denote by T (p) the time that a single agent’s path p € P termi-
nates (note that wait moves are counted as a time-step in a path p). Now, set C to be



the latest time that a single-agent’s path p € P terminates. Namely, C' = max; {7 (p;)}.

Under the Makespan objective, C constitutes the cost of the optimal solution P.
Thus, for the rest of this work we will consider C as the cost of an optimal solution of
the problem, to be used in the complexity analysis and discussions. Notice that kC con-
stitutes an upper bound on the cost of an optimal solution for the Sum-of-Costs (SoC)
objective, where the cost is determined by the total sum of T (p;) for each 1 <i < k.

In most parts of this work we mainly focus on the makespan objective, since it
provides a tight bound on the time of the total execution, which is important when
analyzing the time complexity of an algorithm. We further discuss the applicability of
our results and techniques for the sum-of-costs objective in Section 5.2.

Figure 2.1 presents an example of a MAPF scenario with five agents on a partially
blocked 2D-grid graph, and an optimal solution to this scenario under the sum-of-costs

objective.

2.2 The CBS Algorithm and its Complexity Analysis

Const.: {(a,, E,2)} Const.: {(a,, E,2)}

_pl:A,C,C,E,F} .{pl:A,C,E,F }
5°|'{p2:B,D,E.G Sol:1p,:B,D,D,E, G
Cost: 4 Cost: 4

Figure 2.2: A MAPF scenario example Figure 2.3: CBS’s high-level search illus-
with two agents. tration, for the scenario in Figure 2.2.

Conflict-Based Search (CBS) (Sharon et al., 2015) is a two-level search algorithm
which works as follows—first it finds an optimal path for each agent independently
using some single-agent search algorithm like space-time A* (Hart et al., 1968; Silver,
2005). CBS then works to resolve conflicts that occur in the solution: in the high-level
search it preforms a best-first search upon a constructed conflicts-tree (CT). Each node
in the CT consists of a solution, the solution’s cost and a set of constraints imposed
on the agents. A constraint is either a wvertexz-constraint of the form (a,v,t), which
prohibits agent a from being at vertex v at time-step t, or an edge-constraint of the
form (a,u,v,t), which prohibits agent a from crossing the edge (u,v) at time-step t.
We refer to such constraints as negative constraints.

In each iteration, CBS selects an unexpanded CT node with lowest cost. It then
finds a conflict that occurs between two agents in the node’s solution. It splits the

CT node into two child-nodes, each with a constraint on one of the agents that were
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involved in the conflict. It then runs the low-level search to construct a new solution
in each child node, that does not violate the new constraint, by running a single-agent
search algorithm like A*.

Figure 2.3 presents an illustration of the CT that CBS builds for the scenario pre-
sented in Figure 2.2. The original solutions (in the root node) have a vertex-conflict at
vertex E at time-step 2. CBS splits the root and create two child nodes—one (left) with
a constraint on agent a; and one (right) with a constraint on agent ay. The solutions
in each child node are feasible (no conflicts) and optimal with cost 4.

The basic version that we have just presented was recently improved using positive
constraints (Li et al., 2019b). In a positive constraint (a, v,t), agent a is required to be
at vertex v at time-step t. When using positive constraint with CBS, a CT node is split
into two child nodes using a positive and a negative constraint, forcing and forbidding

the conflicted agent to be at a vertex or edge at a certain time-step, respectively.

CBS’s Complexity Analysis

An analysis of the worst-case time-complexity of CBS was originally presented by Sharon
et al. (2015). They show that CBS’s complexity can be decomposed to bounding the
size of the CT and the complexity of the single-agent search in each low-level iteration.
We refer to the size of the CT in a worst-case scenario as the high-level search complex-
ity. The low-level search complexity corresponds to running A* for a single agent. In
the main part of this work we focus on analyzing the high-level search complexity. An
overall upper bound on CBS’s complexity can obtained by simply multiplying any of
the following results with the complexity of a single agent’s A*-search.

The original analysis uses the following assumption for a worst-case scenario for the

algorithm:

Assumption 2.2.1. In a worst-case scenario for CBS, each agent is constrained to avoid

every vertex except one at every time-step in an optimal solution. 1

Assumption 2.2.1 implies that each agent can potentially be in every vertex at every
time-step, which can cause conflicts that CBS would need to resolve in order to find
a solution. This bounds the number of (negative) constraints that CBS might need
to apply by O(nkC). At each CT node, exactly one constraint is added. The result

deduced from the above is summarized in the following observation:

Observation 2.2.2. The number of possible constraints that CBS might need to apply
bounds the depth of the CT. Therefore, O(2¥"“) is a bound on the maximal size of the

algorithm’s CT, and O(nC - 2¥"C) is an overall bound on CBS’s running time (where

!The original paper contains a minor error in the calculation of the upper bound. The bound
presented here is the new bound whose validity was verified with one of the authors. Similarly, the
oversight regarding not accounting for edge constraints (explained shortly) was also discussed and

verified with one of the authors in the original CBS paper.
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the nC factor corresponds to the complexity of each low-level search iteration, in the
worst-case). We refer to this analysis and bounds as the original analysis and original

upper bounds, respectively.

It is important to note that the original analysis does not account for the possibil-
ity that CBS would apply edge-constraints (in order to resolve conflicts). It is possible
that in a worst-case scenario the algorithm would require not only to prevent any agent
from occupying any vertex in the graph at each time-step, but also from crossing each
edge of the graph, in order to find the optimal solution. Therefore, accounting for edge
constraints should further increase the theoretical upper bound. For clarity of exposi-
tion, we present our tools for analysing CBS’s complexity with the same assumption,
i.e., that only vertex-constraints are considered. Nevertheless, we address this issue in
detail in our discussion (Section 5.2) and show how to incorporate edge-constraints in

the complexity analysis.

2.3 Multi-valued Decision Diagrams (MDD)

e

(a) MDD} (b) MDD?

Figure 2.4: Examples of MDD graphs for agent a; from the scenario presented in
Figure 2.2, for path lengths 3 and 4. t is the layer index in the MDD.

The multi-valued decision diagram MDDZ-C is a layered graph that consists of C'
layers, which compactly contains all possible paths of agent a; of cost at most C' from s;
to g; (Sharon et al., 2013). A vertex v € V appears at the t’th layer of MDD¢ if it is
reachable from s; and ¢; in ¢t and C — t steps, respectively. Finally, the size M of an
MDD represents the total number of MDD nodes, and the size M, of the t'th layer is
the number of MDD nodes in that layer.

It is also possible to construct the cross-product of the MDDs for a set of agents. The
cross-MDD contains in each layer the set of cross-products of vertices which appear at
the layer in each agent’s individual MDD. The cross-MDD is a very useful data structure
which encapsulates a lot of information about the dependencies between agents. For

instance, by searching through a cross-MDD of two agents, it is easy to detect conflicts

12



between the agents, which can be used for the high-level search of CBS or for path
pruning in different algorithms, such as ICTS (Sharon et al., 2013).

MDD graphs are commonly used for different purposes in MAPF algorithms, since
they can be constructed efficiently for a given cost, and their compact representation
contains information that can help improve the identification and classification of con-
flicts (Li et al., 2019a; Zhang et al., 2020). In this work we use MDDs to bound the
number of possible constraints that might need to be applied on a single agent during

a CBS execution.

2.4 Generating Functions Approach for Bounding a Re-

currence Relation

Generating functions are a well-known mathematical tool which, among other things,
can be used to bound recurrence relations. Formally, a generating function of a se-

quence ag, a1, as, . . ., with the general element denoted by a,, is the function

F(z)= Z arz’,
r>0
i.e., the sequence elements are the coefficients of the series expansion of F'(x). This
notion can be extended to sequences (or recurrence relations) with multiple variables.
For instance, given a recursion 7' (r, s) which defines a sequence, a possible generating

function for it will be of the form

F(z,y) = Z T (r,s)x"y°.

r,s>0

For further details on generating functions see, e.g., the book by Wilf (2006).

Given a generating function for a specific sequence, there are many methods that
allow to utilize the function in order to bound the value of the sequence at a certain
index. These different methods depend on the sequence and the obtained function and
there is no guarantee that a certain method could always be applied for this purpose.

The work of Pemantle and Wilson (2008) provides one approach for dealing with
recursions of multiple variables which we briefly describe (additional details are pre-
sented mainly in Section 3 of the aforementioned paper) as it will be a key technique
used to obtain our complexity bounds. Assume that we are given a recursion 1 (7, s)
and a matching generating function for it F'(z,y) =32, ;50T (r,s) 2"y® that can be

expressed in the following form:

where G and H are polynomials.
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Denote by H, the partial derivative of H with respect to z (where z can be a
sequence of x and y). The first step calls for finding critical points, which are given by

the solutions in the positive quadrant (i.e., z,y > 0) of the following system:

H=0
(2.1)
stH, = ryH,.

Denote the critical points by q1, 2, . . ., ¢m. Each point ¢; = (x;,y;) contributes a certain
factor to the approximation of T' (7, s), and this contribution can be calculated according
to the point’s multiplicity. The exact way each point contributes to the bound is
detailed by Pemantle and Wilson (2008) and in Appendix. A.

Assume that the contribution of ¢; is given by T; (r, s) for each 1 < i < m, then the
analysis suggests that the asymptotic growth of T'(r,s) can be tightly approximated

by one of the factors which is given by the critical point’s contribution.
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Chapter 3

Complexity Analysis for CBS using an
MDD Size Bound

3.1 Bounding the Number of Constraints using MDD Size

The original analysis of CBS’s complexity, explained in Section 2.2, follows Assump-
tion 2.2.1, which unnecessarily assumes that each agent can be at any vertex at any
time-step. Therefore, the algorithm might need to apply a constraint on the agent at
any vertex at any time-step. In practice, we observe that for the most part of an exe-
cution, an agent can only be located in a small local area of the graph. In this section
we follow this observation and perform a refined analysis of the number of possible
constraints that CBS may apply on a single agent. ! We do that by bounding the size
an agent’s MDD graph.

We suggest a new approach to bound the number of possible constraints that CBS

may apply, using the following observation:

Observation 3.1.1. Given an agent a; and an optimal solution cost C', the maximal
number of negative constraints that CBS may apply on a; is bounded by the size
of MDDY .

Observation 3.1.1 holds as CBS may only apply a constraint on agent a; at vertex v
for time-step t if a; can reach v from s; within ¢ time-steps and still reach g; in C' — ¢
time-steps, which is the exact definition of an MDD node.

By combining Observation 3.1.1 with Observation 2.2.2 regarding the connection
between the number of constraints and the upper bound of CBS, we obtain the following

corollary:

! Recall that, as explained in Section 2.2, the original analysis did not account for edge constraints
as a possible means that can be used by the algorithm. We temporarily limit our analysis to account

for vertex constraints only, and defer handling edge constraints to Section 5.2.
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Figure 3.1: An empirically difficult scenario for CBS, where it is possible to increase
the size of the graph without changing the difficulty.

Corollary 3.1. Let M denote the mazimal size of an agent’s MDD in a given instance.
The size of CBS’s conflict-tree is bounded by O(2FM) for any execution of the algorithm
on this instance. This implies a similar bound on the algorithm’s high-level search

complexity.

Corollary 3.1 can be used to recover the original analysis of CBS—a (loose) bound
on M can be obtained by bounding the size of any MDD layer by n. Thus, M = nC,
which gives us the original bound of O(2*"“). In general, Corollary. 3.1 allows us to
improve the bound on CBS as long as we can tighten the bound on M. In addition,
we want to emphasize that expressing the bound using the size of the graph n may be
problematic, since this size of the graph does not necessarily indicate that an instance
is more difficult (or simpler). Moreover, it is easy to construct empirically complicated
scenarios for CBS in which it is possible to add vertices to the graph without affecting
the difficulty of the problem.

Figure 3.1 demonstrates such scenario. In the scenario depicted in the figure, an
optimal solution is composed of the two agents crossing along the narrow corridor,
switching order at the bottom row and entering back to reach their destinations. Find-
ing this solution is difficult for CBS (even if the corridor were much shorter). In this
case, it is straightforward to show that adding vertices at the left, right or bottom of
the grid (that is, increasing the size of the graph) would not change the difficulty of
the instance whatsoever (making it neither harder nor easier to solve).

For the simplicity of the exposition, we restrict the discussion in this chapter to
MAPF instances on 4-connected grids (Banfi et al., 2017; Stern et al., 2019). That is,

we consider the setting where an agent can move in four directions from any vertex
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in the graph. Nonetheless, we emphasize that the technique we use to bound CBS’s
complexity can be used to bound the size of an MDD for any environment.
We assume that G is a complete grid with no blocked vertices. We also give the

following observation:

Observation 3.1.2. The maximal MDD size is obtained for the case where the agent’s

start and goal locations are located at the same vertex, i.e., s; = g;.

It is not hard to see that when the start and the goal locations are not at the same
vertex (namely, s; # ¢;), then getting them closer to each other can only increase the
number of vertices that hold the necessary conditions to be included in the t¢’th layer
of the agent’s MDD (distance at most ¢ from s; and at most C' — ¢ from g;).

We follow Observation 3.1.2 in our analysis, that is, we assume that in the worst-
case, s; and g; are located at the same vertex. Observe that this case serves as an upper
bound on the size of MDD{ for any other instance. In our discussion we address the
more general case, in which the start and goal locations have some distance between
them, and suggest how to express the bound on the number of constraints using that
distance.

Here, we present two approaches for calculating the bound on M:

1. General refined bound on MDD size—the first analysis approach removes
the number of environment vertices from the complexity analysis, eliminating the
possibility to deem a problem computationally hard just by adding inconsequen-

tial vertices to the environment.

2. MDD size based on graph radius—the second approach accounts for the
structure of G. In addition to the obtained bound, it demonstrates a complexity
analysis restricted to a specific setting (the graph’s radius which will be defined
shortly). This allows to (potentially) obtain tighter bounds on the size of an MDD
which, in turn, provides tighter bounds on CBS’s complexity for a given setting

of interest.

3.2 General Upper Bound on the Size of an MDD

To avoid accounting for the environment’s boundary, we assume in this section that
the graph is an infinite 4-connected grid, in addition to the assumptions that were
mentioned in the previous section. For any optimal path, an agent a; can’t be located
at any vertex within distance larger than C'/2 from its start s; or goal g;. This implies
a symmetry on the structure of MDD{ —the last [C/2] layers form a mirror-image of
the first |C'/2] layers. The number of vertices on a grid which are reachable from s;
within exactly t steps is 4¢ (see Figure 3.2). At time-step ¢, a; can be located at any

vertex within distance at most ¢ from s;. Therefore, we sum the number of reachable
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Figure 3.2: Illustration of vertices reachable for an agent with start and goal at s; and g;
located at the same vertex, within distance of 1-3 time-steps, on a 4-connected grid.
Note that the t’th MDD layer includes all the vertices in the matching surrounding
dashed line.

vertices in the range from 1 to ¢t (excluding s;). For any ¢ < C/2 the size of the t'th
layer in MDDY  is:

My < 4i =2t(t +1). (3.1)

i=1

Given the aforementioned symmetry:

C/2 3 2
M<2. S 2t +1)="C +6g T8¢ _ o), (3.2)
t=1

We assume for simplicity that C' is even, if C is odd then the size of the middle layer
(O(C?) according to Equation 3.1) needs to be added to the result of Equation 3.2.
By placing the result from Equation 3.2 in Corollary 3.1, we obtain that:

Lemma 3.2.1. The high-level search complexity of CBS on grid graphs is bounded
by O (2'“03) 2

The bound in Lemma 3.2.1 provides a tighter estimate for the algorithm’s complexity
for any instance where: C3 < n - C = C < /n. In addition, this result removes n from

the bound expression. As was explained earlier, eliminating the size of the graph from

2Note that in general it does not hold that 2°(™ = @(2™). The reason for which it does hold in

this case is since the hidden constant in the Big-O notation in Equation 3.2 is smaller than 1.
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the result gives a bound which can often reflect the behavior of the algorithm in a

worst-case scenario more accurately.
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3.3 MDD Size Analysis Based on the Graph’s Radius

p=6

Figure 3.4: An illustration of an MDD graph for the case
Figure 3.3: The ra- where C' = 2p+ dn. The first and last p layers are bounded
dius p = /n— 1 on a grid according to Equation 3.1, while the § middle layers can
graph with no obstacles. reach the size of the entire graph in the worst-case.

Definition 3.3.1. The distance dist (u,v) between two vertices u,v in a graph is the

number of edges on a shortest path between them.

Definition 3.3.2. The radius of a graph is p = mi‘r/l max {dist (u,v)}. A vertex u for
ucV ve

which it holds that Vv € V' : dist(u,v) < p is called a center vertex.

In this section we express the bound on M using the graph’s radius, which gives us
an explicit value for the borders of the grid. Thus, in this case we don’t need to assume
an infinite grid.

We assume that G is a complete square grid with n vertices (i.e., a \/n x y/n grid).
We have that p = y/n — 1 (see an example in Figure 3.3), with the center in the [@} ‘th
row and column for an odd value of y/n. When /n is even, there is no single center
vertex. For simplicity, we assume that /n is odd. An illustration for the structure of

the obtained MDD in the worst-case for this setting is depicted in Figure 3.4.

Observation 3.3.3. A layer of size n exists in MDDiC only if C > 2p (note that a

layer’s size can’t exceed n).

Observation 3.3.3 allows us to characterize settings for which it is possible to refine
our analysis from Section 3.2. For the first and last p layers of I\/IDDZC we bound a layer’s
size using Equation 3.1. Using Observation 3.3.3, the remaining layers are the only
layers with size n. This gives us the following bound for M, for cases where C' = 2p 4§
for some ¢ € N:

P
M<on+2-) 2(t+1)

t=1 (3.3)

4
=3 plp+ D(p+2)+dn=0(p* + on).
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The expression % -p(p+1)(p+ 2) is smaller than 2 - p3 for any p > 7. By placing

the result from Equation 3.3 in Corollary 3.1, we obtain that:

Lemma 3.3.4. The high-level search complexity of CBS on grid graphs with radius p > 7,
where C =2p + § for some § € N, is bounded by O <2k'(2”3+5”)).

Lemma 3.3.4 not only allows to express the bound in terms of a new (and ar-
guably, more relevant) parameter (namely, the radius of a graph), it also provides a
slightly tighter bound on the overall complexity for complete grid graphs, as long as
the radius is not too small. The new bound is tighter than the original bound for
cases where: k- (2p% + dn) < kn - (2p+ §) = p < /n (which, indeed holds for com-
plete grids). The hidden constant in the Big-O notation in both the new and the

original bounds is small and does not affect the asymptotic comparison between them.
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Chapter 4

Complexity Analysis for CBS using a

Recurrence Relation

4.1 Recurrence Relation which Bounds CBS’s Worst-Case
Complexity

The structure of CBS’s conflict-tree is inherently recursive. Naturally, the size of the
maximal tree rooted at a certain CT node is composed of the maximal size of each of
the child nodes’ sub-trees. In addition, using a recursion to bound the size of the CT
allows us to slightly address dependencies between different agents, i.e., a case where
a constraint applied by CBS on one agent also eliminates possible future constraints of
other agents. The original complexity analysis ignores such cases completely.

To this end, we introduce a novel recurrence relation which bounds the high-level
search complexity of CBS. More precisely, it bounds the maximal number of CT nodes
that might be generated during the high-level search. We provide an upper bound on
this recurrence relation that allows to improve the original bound on the run-time of
CBS for many cases.

Our improved bound incorporates the fact that recent CBS variants use positive
constraints (Section 2.2), which were recently introduced by Li et al. (2019b). This is in
contrast to the original analysis that only considers negative constraints. However, the
method in which the recursion is defined is not tied to positive constraints. We choose to
incorporate this improvement into the analysis since, unlike other improvements (such
as conflicts-classification and different heuristics), it is independent of the structure
of the specific instance, and its application in CBS is relatively simple and robust.
Nonetheless, we believe that tighter bounds may be obtained in the future by defining
a similar recursion for improvements of CBS, such as CBS with symmetry-breaking (Li
et al., 2019¢c, 2020a).

Given a MAPF instance with k agents on a graph of size n where the optimal cost
of a solution is C, our goal is to bound the maximal number of CT nodes that might be

generated by CBS after applying a given number of positive and negative constraints.
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T(r,s)

Negative Positive
constraint constraint

T(r—1,s) T(r—2,s—1)

Figure 4.1: An illustration of the recursion presented in Equation 4.1.

CBS will terminate if:

1. All possible negative constraints were applied (this assumption is similar to the

one used for the original bound).
2. The algorithm applied C' positive constraints on each of the k agents.

Note that any (positive or negative) constraint applied to a CT node cannot be
applied to any of its children in the CT. In addition, if agents a; and a; were found to

be in a conflict at vertex v at time-step ¢, applying a positive constraint on agent a;

implies that the negative constraints (a;,v,t) and (a;, v, t) cannot appear in the sub-tree
of the CT node.

From the above we get the following recurrence relation:

Lemma 4.1.1. Let r and s denote the mazximal number of negative and positive con-
straints that CBS may apply before it is bound to terminate, respectively. Then, the
high-level complezity of CBS is bounded by:

1, r=0o0rs=0
3, r=1ands>0
T(r,s) < (4.1)
T(r—1,s)+
T(r—2,s—1)+1, else

For r = 0 or s = 0 we get that one of the aforementioned conditions for termination
holds, therefore, the respected node is a leaf node in the CT. For r = 1 there is still a
single negative constraint left to apply, so the node can be split only one more time,
creating two additional leaves (and the node itself is also counted). For any other
inner-node, the algorithm would split it according to a conflict by applying a negative
constraint on one branch, and a positive constraint for the other branch (see illustration
in Figure 4.1). Note that when applying a negative constraint (i.e., reducing by one)
it does not imply that a positive constraint has been applied (therefore, in the first

component of the recurrence step s does not change).
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We present two techniques for upper bounding the recursion presented in Equa-

tion 4.1, which in turn provide an upper bound on CBS’s complexity:

1. Induction-based analysis—a common approach for solving a recurrence is to
“guess” a solution (in an educated way) and prove by induction that it holds. This
approach often requires additional relaxed assumptions which eventually give a

loose result.

2. Generating functions-based analysis—a generating function is a common
technique for analyzing recurrence relations. We explain the notion of generating
functions and present a tight empirical upper bound for the recursion, that is

obtained using the recursion generating function.

In both approaches we first bound the general form of the recurrence, i.e., we find
a bound which holds for any given r» and s. Recall that in our setting we have a
loose upper bound on the maximal number of negative constraints, i.e., r = knC. The
number of total positive constraints that can be applied is bounded by the cost of an
optimal solution for each of the agents, i.e., s = kC'. Therefore, we want to bound the
value of T'(knC, kC'). Notice that according to Corollary 3.1, in the general case we can
replace the factor of nC' in the value of r with a tighter bound on M, if such a bound
exists (for example, we can place r = kC? for grid graphs, according to the result in
Equation 3.2).

We also give the following key observation, which later allows us to refine our

analysis:

Observation 4.1.2. For any MAPF instance, there is a linear dependency between r,
the maximal number of negative constraints and s, the maximal number of positive

constraints that CBS can apply. Specifically, r =n - (kC) =n - s.

This key observation allows us to search for a bound only for the recursion nodes of
the form T'(n - s,s). We use that in our second analysis approach in order to obtain a

tighter bound, which empirically holds for the relevant cases.

4.2 Induction-Based Bound

A common technique for bounding recurrence relations is by expanding the equation
until reaching a boundary case and then deducing a closed-form equation. In our
recursion, this approach is more complicated, because of the recursive step and the
dependence on multiple variables. However, it does allow us to conjecture a possible
bound that we can then prove by induction (the technique of “guessing” a bound and
then proving it by induction is also a common technique for solving recursions). Note
that one problem with this approach is that we do not know if the conjectured bound
is tight. Nevertheless, the obtained general bound allows us to significantly reduce the
bound on CBS.
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Claim 4.2.1. For any (r, s) s.t. r > 1 and s > 1 it holds that:
T(r,s) <3-r°. (4.2)

Which implies that T'(r,s) = O(r®).

Proof. The proof is done by induction over pairs (r, s), assuming an order where (r1, s1) > (72, s2)

if 11 > ro and s1 > s (there exists such an order on pairs where r, s € N).

Base:
T(1,s) <3<3-1°
Tr,1)<T(r—-1,1)+T(r—-2,0)+1
<T(r—2,1)+T(r—3,00+1+T(r—2,0)+1

r—1
< .. o<T,D)+3(T(r—i—1,00+1
& ST0D > (T )+ 1)

r—1 times 1

<342r—1)=2r+1<3-r..

Step: We assume that the claim holds for all pairs smaller than (r,s) and prove it

for (r, s):
T(r,s) <T(r—1,8)+T(r—2,s—1)+1
<3(r—1°+3(r—2)""+1
i'h.
<3(r—1)°+3(r—1)°""
=3[(r =1 (r = 1)+ (r—1)°7
=30r—1)°t-(r—141)
=3r-(r—1°"1<3r-r7t = 3%,
Where * holds because 3(r — 1)*~! > 3(r — 2)*"! + 1 for r > 1 and s > 1. [

Recall that negative and positive constraints are bounded by r = kM and s = kC,
respectively (where M is the size of an MDD graph of a single agent). Placing those

values in Equation 4.2 gives the following result:
T(kM, kC) < O((kM)*7). (4.3)

From Equation 4.3 we obtain the following lemma:

Lemma 4.2.2. Let M be an upper bound on the size of an agent’s MDD graph in
the worst-case. Then, the time-complexity of the high-level search of CBS is bounded
by O((kM)*C).

By taking M = nC (i.e., the bound on an MDD size considered in the original
analysis), we get an upper bound of O((k‘nC)kC), in contrast to the original bound
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of O(2"¥%). Here again, the hidden constants in the Big-O notation in both bounds
are small, thus, we omit them in the upcoming comparison between the bounds (Sec-
tion 4.4). The transition of n from the exponent to the basis of the expression, allows
to significantly reduce the bound for most standard MAPF scenarios. In most scenar-
ios the graph is large compared to the other parameters, and also does not necessarily

contribute to the difficulty of the scenario (as explained in Section 3.1).

We can also apply the results we obtained in Sections 3.2 and 3.3 to obtain ad-
ditional bounds expressed with different parameters of the problem, which are also
tighter for different settings. By substituting the bound M = O(C?) from Lemma 3.2
in Lemma 4.2.2 we get a bound of O(kC)%C. For the case where the solution’s
optimal cost is expressed using the graph radius, i.e., C' = 2p + dn, we can substi-
tute M = O(p® + on) (Equation 3.3) and get a bound of O(k - p3 + dn)F(2+0n) opn
CBS’s high-level complexity.

4.3 Generating Functions-Based Bound

In our second approach, we present an alternative technique to bound the recur-
sion (Equation 4.1) using generating functions. This, in turn, will allow us to obtain a
tighter bound on CBS’s complexity. A detailed description of the mathematical tools
that are used throughout the analysis is given in Appendix. A.

We start by introducing the generating function for 7' (r,s). We then continue to
follow the steps outlined by Pemantle and Wilson (2008) to obtain a bound on T (r, s).
We stress that the suggested analysis method is not applicable for formally proving the
bound’s correctness, but we can use it to deduce an asymptotic upper bound which we

then support empirically for a variety of different values.

The method by Pemantle and Wilson (2008), as described in Section 2.4, calls
for finding the contribution factor for the bound obtained by each critical point of the
solution for Equation 2.1. The contribution made by each critical point is an asymptotic
estimation for the value of the recurrence. The resulted estimation is the sum of all
contributions, but, since we only care about an asymptotic bound, only one of the

factors governs the others, in terms of the asymptotic estimation of the recurrence.

We first find the contribution of each critical point. We then apply Observa-
tion 4.1.2, which allows us to deduce a suggested upper bound for CBS. By apply-
ing Observation 4.1.2, we get that one of the contribution factors obtained from the

analysis gives a tight upper bound on T (ns, s).

As explained, we start with presenting the generating function for this recursion,

which is:
1 — x4 2zy — 22y

1-2)A -yl -2z —2%y)

F(z,y) = (4.4)
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We denote F' = G/H, where

G(z,y)=1—x+2zy — z2y,
H(z,y) = (1 —2)(1 - y)(1 -z — 2°y),

and solve Equation 2.1 to find the critical points. In this setting there are three such

points:

q1 = (z1,y1) = (4—;\@, 1) ;

g2 = (22,92) = (1,1),
r—2s s(r—s) )

r—s’ (r—2s)?

q3 = ($37y3) = (

We denote the matching contribution factor of each point ¢; by T; (r, s).
Computing the exact contribution for each point is done according to Pemantle
and Wilson (2008). This involves basic (yet daunting) algebraic manipulations, and is

summarized in Lemma 4.3.1 (proof omitted).
Lemma 4.3.1.

Tl (T7S) =1

s

where o = (’)(ﬁ)

Following ideas from Pemantle and Wilson (2008), we can use Lemma 4.3.1 to
estimate the asymptotic growth of Equation 4.1. Note that the generating function
(Equation 4.4) doesn’t satisfy some conditions from Pemantle and Wilson (2008), so
the resulted estimation is not supported by the proof. Nonetheless, we use the results
to deduce an asymptotic estimation of the recurrence value, which we then support
with an empirical evaluation. Yet, using this estimation to deduce an upper bound for
CBS’s complexity is not straightforward.

Fortunately, by applying Observation 4.1.2 we can obtain an estimated approxima-
tion on Equation 4.1 that is tighter than the bound obtained using the induction-based
analysis (Lemma 4.2.2). We do it by restricting the recurrence to values of  and s that
can be attained in our MAPF setting. Specifically, using r = n - s in Lemma 4.3.1 we
have that,

Proposition 4.3.2. The high-level search complexity of CBS for instances with n > 4
vertices, k agents and an optimal solution cost C' is bounded by O((en)kc).
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We approximate the value of T (ns, s) according to Lemma 4.3.1 and have that

T (ns,s) =1,

(4.5)

where 3 = O(n?).

The contribution to 7' (ns,s) from ¢; and g2 (given by Ti (ns,s) + Ta (ns, s)) is
identical to the contribution from g3 (given by T3 (ns, s)) at ng = @ ~ 3.618033 < 4.
In Section 4.4 we empirically demonstrate that T3 (ns,s) indeed constitutes a tight
bound for any n > ng.

Therefore, we continue with the simplification of the expression given by T3 (ns, s).

Since —Z - 1/ % = O(1) and (%) < en, we get the following result:

n—2
T (ns,s) = O((en)®),

with a small hidden constant factor in the Big-O notation. By placing s = kC', which
is the maximal number of positive constraints that needs to be applied by CBS in the
worst case, we get the desired bound.

Proposition 4.3.2 improves the original known bound of O (anc) for any set of val-
ues n, k and C. Moreover, it is also tighter than the already-improved bound presented
in Lemma 4.2.2. Notice that it allows to replace the asymptotic factor of kC' in the
base of the exponent with a constant (e), while also still eliminating the exponential
dependency in n.

New bounds can also be obtained by combining the results from Section 2.3 that
bound the size of an MDD. For example, using Equation 3.2 we observe that there is a
quadratic dependency between r = kC?3 and s = kC on 4-connected grids. By simply
substituting n with C? in the bound obtained by Proposition 4.3.2 we have that,

Corollary 4.1. The high-level search complexity of CBS on 4-connected grids is bounded
by O((eC)?*C).

4.4 Empirical Evaluation of Bounds

In this section we present an empirical evaluation of the obtained bounds on a variety
of MAPF settings. There are three purposes for this evaluation: (1) to demonstrate the
difference between the new bounds and the original one; (2) to highlight the significance
of the improvement given by the new bounds and (3) to give an empirical evidence for
the tightness of the estimated solution of the recurrence, given in Proposition 4.3.2.

Denote the original bound by ORG, the looser induction-based bound presented in

29



Benchmark n  k C | ORG RECHIND RECHGF | ORG |

RECLGF
warehouse-10-20-10-2-2 | 9,776 8 185 | 21° 910° 2107 2107
warehouse-10-20-10-2-2 | 9,776 64 200 | 2'° 9107 210° 210%
warehouse-10-20-10-2-2 | 9,776 128 206 | 2'% 9107 910° 210°
warehouse-20-40-10-2-2 | 38,756 64 420 | 2107 910" 210° 2107
warehouse-20-40-10-2-2 | 38,756 128 440 | 210 9107 910° 210°
warehouse-20-40-10-2-2 | 38,756 256 450 | 2107 210 9107 210°
empty-48-48 2,304 64 70 | 2 910° 2107 2107
empty-48-48 2,304 128 714 | 2 910° 2107 2107
random-64-64-10 3,687 64 94 | 2% 910° 2107 2107
random-64-64-10 3,687 128 102 | 2% 9107 210° 2107
room-64-64-16 3646 8 120 | 2 9107 g0 210°
room-64-64-16 3,646 128 180 | 2'%° 9107 210° 2107
Berlin 1 256 47,540 16 324 | 2% 910° 2107 210°
Berlin 1256 47540 256 414 | 2107° 210 9107 2107
den520d 28,178 8 305 | 210 910° 2107 2107
den520d 28,178 16 333 | 2% 910° 2107 210%
orz900d 96,603 16 2656 | 210" 910" 210" 2107
orz900d 96,603 64 2990 | 210" 910° 910° 210"

Table 4.1: A comparison between the different upper bounds obtained using the origi-
nal analysis (ORG), Lemma 4.2.2 (REC+IND) and Proposition 4.3.2 (REC+GF), on
standard benchmarks (Sturtevant, 2012; Stern et al., 2019). The last column presents
a lower bound on the ratio between our improved bound and the original bound, which
reflects the improvement. All bounds are calculated considering that M = nC. The
optimal cost is an averaged cost on multiple random instances for each benchmark. The
exponent values are rounded such that the result constitutes an upper bound for each
function’s value and a lower bound on the ratio in the rightmost column. Note that
all actual bounds include a small constant multiplicative factor, but the comparison in
this table accounts only for the asymptotic factors.

Lemma 4.2.2 by REC4+IND, and the tighter generating functions-based bound presented
in Proposition 4.3.2 by REC+GF.

First, we evaluated the bound ratio, that is, the value %, for commonly-used
benchmarks (Sturtevant, 2012; Stern et al., 2019). These benchmarks represent a large
variety of MAPF instances (including real-life scenarios). For the second part of the
evaluation, we examined the value of each bound (and the recursion from Equation 4.1)
as a function of the graph’s size, for different settings. A setting is composed of multiple
parameters, i.e., k,C and n, with no guaranteed dependency between them. Therefore,
we define several different ratios between the parameters in order to reflect as much as
possible the relations between the parameters in actual MAPF settings. The behavior
presented in the evaluations is consistent for all other examined ratios as well.

We emphasize that the original bound refers to the basic version of CBS, while the
recurrence-based bounds leverage the structure of CBS with disjoint splitting, which
is a slightly different algorithm. Nevertheless, this comparison allows us to show the

improvement (in the worst-case) that is achieved by using positive constraints in CBS. It
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also demonstrates the quality of the generating functions-based analysis, which allows

to obtain a tight bound on the recurrence. !

Evaluation on Standard Benchmarks

We examined benchmarks of many types of grid-based environments. The diversity
of environments represent different possible settings of the problem, with different ra-
tios between the problem’s parameters—n, k and C. The results are summarized in
Table 4.1, which presents the various bounds on the worst-case complexity of CBS’s
high-level search. Beside the numerical evaluation of each bound, we also present the
ratio between ORG and the best newly-obtained bound REC+GF, to demonstrate the
improvement.

We can see that for all benchmarks, the new bound improves on the original one
by a factor of at least 210°  More precisely, for any instance we examined, we obtain a
significantly tighter bound on the high-level complexity of CBS.

As expected, the bounds obtained by an analysis of the worst-case scenario of an
NP-hard problem are still extremely large for standard instances. Yet, beside the
significant improvement in the worst-case complexity compared to the original bound,
we believe that the tools that we used in order to achieve these bounds can pave the

way for further improving the evaluation of MAPF algorithms.

Empirical Comparison for Different Settings

One challenge that comes up when trying to evaluate the bounds is the fact that the
problem’s complexity depends on several parameters, with no clear relation between
them. The ratios between the graph’s size (n), the number of agents (k), and the opti-
mal solution’s cost (C) are not given, and diverges between different types of instances
(meaning, there is no “correct” way to bound two parameters with the third one, beside
maybe claiming that & < n, which is a trivial but not very interesting case).

We deal with this challenge by examining the bounds for growing values of the
graph’s size, for different ratios between it and the product of £ and C. The factor
of kC appears in all bounds, and is also the value that we place in the second variable
of the recursion, representing the maximal number of positive constraints (s = kC').
The different settings we examine cover a wide range of MAPF instances, which help
to strengthen the correctness of the presented results.

In addition, recall that the bound obtained in Proposition 4.3.2 is a chosen empirical
estimate for the recursion, out of several options obtained from the generating functions-
based analysis. To support the correctness of this estimate, we also compared its value

to the recurrence’s value, in all examined settings.

! According to one of the original CBS algorithm authors, using positive constraints in order to
resolve conflicts is the correct and intuitive method that CBS should rely on. This strengthens the

importance in providing a tight upper bound on the complexity of this version of the algorithm.
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Figure 4.2: The log, of the bounds as a function of the graph size for different ratios
between the graph’s size (n) and the instance properties (s = £C'). The two new bounds
(REC+IND, REC+GF) are significantly lower than the original bound. Notice that

the approximation obtained from the generating functions analysis (REC+GF) indeed
tightly bounds the recurrence T'(ns, s).

Figure 4.2 presents a comparison (on a logarithmic scale) of the three bounds (ORG,
REC+IND and REC+GF) and T'(r, s) for different graph sizes n for the setting r = ns
(Observation 4.1.2). Indeed, for all different cases the same trend can be observed,
where the gap between the presented functions demonstrates the magnitude of the
improvement obtained using our analysis. In addition, the figures serve as an empirical
validation of the generating functions-based analysis—the asymptotic bound (REC+GF)

tightly approximates the recurrence relation (Equation 4.1).
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Chapter 5

Conclusions and Future Work

5.1 Conclusions

In this work we have studied the problem of Multi-Agent Path Finding, which calls for
planning a path for a group of agents which move together in a shared environment.
This problem and its different variants is relevant for many real-world application,
therefore, being able to cope with a wide variety of the problem’s instances effectively
is an important task. In order to help improve the ability of coping with the problem,
we studied the computational aspects of MAPF and one of its most common solvers,
the Conflict-Based Search algorithm. Through an improved analysis of the algorithm’s
complexity we provided novel insights that we see as a first step toward improving
our understanding of the aspects that affect the computational hardness of the MAPF
problem.

We presented two novel approaches for analyzing the worst-case complexity of CBS’s
high-level search. In the first approach, by analyzing the size of an agent’s MDD
graph, we provided two new upper bounds for CBS’s high-level search of: (9(2k03)
and (’)(2’“'(2p3+5n)). The latter is a bound for a setting where a solution’s optimal cost
depends on the radius p of G. Our approach allows to seamlessly obtain tighter bounds
on CBS’s complexity given tighter bounds on the size of an MDD graph M. Such
bounds may be obtained either by (1) better analyzing the general structure of an
MDD or (2) restricting the analysis to a specific instance of interest.

In the second approach, we presented the recurrence relation 7'(r,s). An upper
bound on T'(r, s) constitutes a bound on the size of the CT of CBS, therefore bounding
the complexity of CBS’s high-level search. Using this approach, we obtain a new general
bound of O((kM)*®). When using M = nC, we obtain the new induction-based bound
of O((knC)*®).

Using a generating functions-based bound, we obtain a tighter bound on the recur-
rence which, in turn, provides a tighter bound for CBS. Observing that there exists a
linear dependence between the number of negative and positive constraints, allows us

to achieve a further improvement, and we eventually obtain a bound of O((en)kc>,
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which improves the original bound on the algorithm by a significant factor for a wide
range of standard benchmarks.

We believe that the recurrence relation can be further improved, in order to better
express the real conditions of a worst-case scenario. An immediate step would be to try
and account for tighter dependencies between the number of constraints that are being
eliminated once a single constraint is applied. In addition, revisiting the conditions on
the recursion’s parameters may allow to tighten the upper-bound on the recursion, and
in turn, on the complexity of CBS.

It is important to note that the new bounds are still somewhat loose and present
a worst-case analysis. However, our analysis paves the way to better pinpoint the
parameters that govern (in the worst case) the algorithm’s computational complexity
as well as to analyze the complexity when restricted to certain settings. Moreover,
it provides a general methodology that can be used to analyze different variants of
the MAPF problem. For example, in the next section (Section 5.2) we show how to
seamlessly account for edge constraints as well as for settings that optimize the sum-

of-costs objective.

5.2 Discussion and Future Work

In this section we present alternative analysis directions and possible applications for
the result of this work, which haven’t matured into completed formal results, but we
hope that they can be of help to anyone working on this research topic. We address
several issues and limitations that arose during the course of this work, and suggest
how to handle them. In addition, we suggest several directions for using our results in

order to improve the ability of dealing with the MAPF problem.

Accounting for Edge-Constraints in CBS’s Analysis

Recall that the analysis we performed in Chapters 3 and 4 (as well as the original
analysis from (Sharon et al., 2015)) accounted for vertex constraints only. We now
show a simple approach to account for edge constraints using the existing analysis.

Accounting for edge constraints directly is left for future work.

Counting edge constraints as vertex constraints Notice that an edge constraint
implicitly defines two vertex constraints (forcing agent a; to traverse (u,v) at time ¢
corresponds to the constraint that a; has to be at vertices u and v at times t and £+ 1,
respectively). Thus, we can simply increase the number of vertex constraints by the
number of possible edge constraints (which is twice the number of edges, as each edge
can be traversed in both directions). Specifically, on 4-connected-grids, each node has
at most four outgoing and incoming edges, therefore, using the original analysis, the

number of negative constraints would increase to nkC + 8nkC = 9nkC in the worst-
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case. For the general case where |E| < n?, the number of negative constraints would
increase to (2n? +n) - kC in the worst-case. We emphasize that while the increase
may seem negligible, the actual worst-case complexity is exponential in the number of
negative constraints, and the additional constraints would appear in the exponent of
the original bound. For example, the original bound of O(2"¢¢) would be O(297+C).

A similar approach can be applied to the recursion-based bounds presented in Chap-
ter 4. We can consider a total number of negative constraints of r = 9nkC, which also
includes the negative edge-constraints. One can show that Equation 4.1 still upper-
bounds the number of expanded nodes in CBS’s high-level search. Thus, by substitut-
ing 7 = 9nkC in Proposition 4.3.2 we obtain a bound of (’)((9en)kc).

It is important to note that accounting for edge constraints increases the relative
improvement of the bounds we present over the original bound. This is because in our
bound, the additional work is reflected by increasing the base of the exponent rather

than the exponent itself, as in the original bound.

Counting MDD edges In Corollary 3.1 the size of an MDD is defined as the number
of MDD vertices. However, if we wish to account for edge constraints, the same result
holds simply by changing the definition of the size of an MDD to be the number of MDD
vertices and edges. For instance, on a 4-connected grid, the maximal (outgoing) degree
of each MDD node is five. Therefore, the total number of MDD edges is bounded by
five times the number of MDD vertices. Using Equation 3.2, the total number of vertex
and edge constraints is bounded by (1 +5) - O (C3). We then update Lemma 3.2.1 to
incorporate edge constraints, and get a bound of 90 (kC?) (with a small hidden constant

factor slightly larger than 1).

Analysis for the Sum-of-Costs (SoC) Objective

The bounds we provided (Chapters 3 and 4) were obtained and expressed using C—an
upper-bound on a single agent’s path length in an optimal solution. In the setting
where we seek to minimize the makespan, C is indeed an optimal solution’s cost. Un-
fortunately, this is not the case for the SoC objective.

One way to use our results when using SoC as the optimization objective is to
observe that kC' is an upper bound on the optimal solution’s cost. Namely, de-
note C' = kC and use C’ instead of kC' in all the bounds presented. For example, our
generating function-based analysis for the SoC objective yields the bound of O ((en)cl)
Since C' is an upper bound on a single-agent’s solution’s cost, the obtained bound on

the algorithm’s complexity in this case would be very loose.

MDD Size Analysis Based on the Distance between Start and Goal

In the analysis presented in Chapter 3, we provided several bounds on the size of

an MDD graph on grids, all of them under a worst-case assumption that the start

35



and goal locations of an agent are located at the same vertex (Observation 3.1.2).
Here, we suggest to remove this assumption, and assume a distance dist (s;, ;) = d
(Definition 3.3.2) between the agent’s start and goal locations. This reflects a much
more realistic scenario, and allows to address the bound on the number of constraints for
each agent separately (which should result in a tighter total bound on the complexity).
The idea is to use the ratio between an optimal solution’s cost C' and d in order to

express the bound on M.

The addition of a distance between the start and goal makes the analysis of the
MDD size much more complicated, since it removes the symmetry over the graph’s
structure. Therefore, we only give a high-level idea for how to approach this analysis,

and highlight possible outcomes and difficulties.

First, we observe that the case where C' < d is trivial, since there is no valid path
for the agent which will transfer it from s; to g; in at most C steps. For C' > d, the
worst-case, which results in the largest possible MDD, is when s; and g; lay at the
opposite corners of a square with a side of length d/2 (for simplicity assume d is even,

otherwise bound any case where d is odd with d + 1).

We divide the remaining cases for (1) C' = d and (2) C' > d. The first case is simple,
since the agent would have to advance towards the goal at each time-step without the
ability to get farther from g; or wait at any vertex. The outcome is that the size of an
MDD graph for length C' between two vertices at distance d, where C' = d, is bounded
by O (C?) = O (d?) (with a hidden constant smaller than 1). The explanation for this
result is that in this case, the t’th MDD layer contains exactly the vertices on the ¢’th
diagonal from the start location, which is of size of exactly ¢ + 1 (for any ¢ < d/2, and
the other half is symmetric). The total MDD size is therefore:

c/2-1 9
M<2. Zt+1+(0/2+1):%:0(02). (5.1)
t=1

By substituting the bound of Equation 5.1 in Corollary 3.1, we get a tighter bound on
CBS’s high-level search (for the case where C' = d), of O (2’“02).

The case where C' > d is much more complicated to bound. We only outline the
challenges that need to be solved in order to be able to give a bound for this general
case. The task of finding a non-trivial bound for this case remains an open question.
As a first step, we can assume that if C' > d, then the asymptotic bound is reduced
back to the scenario presented in Section 3.2, since the distance between s; and g; is

negligible compare to C', and so C' would govern the asymptotic bound.

So, assume that C' > d, but is of the same order of magnitude, that is, C' exceeds d
by a small constant value. The main challenge in the analysis comes from the fact
that in this case the agent might take steps that get it farther from the goal, but still
have enough steps “left” to reach the goal within C time-steps. The number of these

additional vertices that are added to the MDD can’t be precisely bounded. It gets more
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complicated, because the steps which take the agent farther from g; can be taken at
any point during the planning, which would increase each layer in the agent’s MDD.
We believe that in order to provide a non-trivial bound for this case, more assumptions
are required (on the possible movement of the agent “outside of the d/2 x d/2 square”,

on the location of the start and the goal, etc.).

Improve CBS in Practice

Throughout this work we present several observations, which we see as a first step to
improve our understanding of the hardness of the MAPF problem. For instance, in
Chapter 3 we discuss the dependence of the graph’s size on the problem’s complexity,
and use it later to provide refined upper-bounds. We provide a new understanding that
the worst-case complexity of CBS depends more on the graph’s radius rather than on
the graph’s size. Another such observation is reflected in the incorporation of positive
constraints in our recurrence-based analysis. It focuses on the importance of positive
constraints by demonstrating the huge reduction in the search tree’s size.

We hope that these observations would allow, in addition to improving the theoret-
ical analysis of CBS, to be used to improve the algorithm in practice. One possible way
to approach this task is to use these observations to develop heuristics. For instance,
by favoring expansion of CT nodes with a large number of positive constraints or with

a minimal amount of projected work that remains to be done by the algorithm.

Extended Complexity Analysis

The analysis techniques presented in this work utilize several observations regarding the
MAPF problem in order to improve the complexity bound on CBS. However, there are
additional aspects of the problem, as well as additional improvements of CBS, that may
be incorporated into the analysis and would allow to further improve the upper-bounds.

For instance, tools such as prioritizing conflicts (Boyarski et al., 2015) may affect the
maximal size of an MDD graph. They may also allow to further refine the recurrence
relation such that it would capture the progress of CBS computation more accurately.
Symmetry-breaking (Li et al., 2019¢, 2020a) and different heuristics for the high-level
search of CBS are additional improvements that could to be incorporated into the
analysis framework that we presented.

Another aspect of this work that can be extended is the focus on CBS for the
purpose of hardness analysis. As mentioned in Section 1, there are other successful ap-
proaches for dealing with the MAPF problem, both search-based (that extend CBS or
are similar to it in the main idea) and compilation-based (such as SAT-based solvers).
Applying the same analysis, even on algorithms that are similar to CBS (such as ID-
CBS and ICTS), is not straightforward, and would require adjustments to the analysis
framework. Nevertheless, we believe that the conceptual and mathematical tools that

we presented for the analysis of CBS could be used to analyze the complexity of other

37



MAPF algorithms, which in turn, might allow to further improve the understanding of
aspects that make the problem difficult.
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Appendix A

Generating Functions Based Analysis
for Recurrence Asymptotic

Approximation

This appendix contains a detailed explanation regarding the technique for bounding the
recurrence relation presented in Lemma 4.1.1. It includes a large part of the mathemat-
ical tools described by Pemantle and Wilson (2008) which are relevant to the specific

analysis that was preformed in this work.

It is important to emphasize, as mentioned in Section 4.3, that this analysis does
not provide a formal proof for the resulting upper bound, but rather helps to deduce
potential candidates for possible tight upper-bound for the recurrence relation. In our
work, we examined the resulting bound against the values of the recurrence, and found

out that it does constitute an empirical upper-bound.

The Recurrence Relation Generating Function

Equation 4.1 presents a recurrence relation 7" (r, s) which forms an upper-bound on the
complexity of the high-level search of the CBS algorithm. In order to get an estimated
upper-bound on T, we solve the recurrence corresponding to the case in which all

inequalities in Equation 4.1 are tight.

The first step in our analysis requires finding the generating function of 7' (r,s).

This means that 7' (r, s) is the coefficient of z"y® in F:

F(z,y) = Z T (r,s)x"y°. (A.1)

r,5>0

Obtaining the exact form of F' (z,y) is done using the following equation (for further

reading about finding generating functions for recurrences with multiple variables, we
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refer the readers to Chapter 1.5 in (Wilf, 2006)):

Z T(r+2,s+1)z"y° = Z T(r+1,s+1)z"y®

r,5>0 r,5>0

+ Z T (r,s)z"y®

r,s>0

+ Z xrys.

r,s>0

The computation involves algebraic simplification and substitution of the sums with F' (x, y)

according to Equation A.1:

1 3
(Fam -1- 72 -5 - ) -
x2y -y 1—-2 1-—y
1 Y T
F = (Fay)—1- Y
1
(1-2)(1-y)

which, eventually gives the following generating function for the recurrence:

1 — x4 2zy — 22y
1—2)(1=y)(l -z —2%)

F(z,y) = (A.2)

Approximation Analysis Method

Critical Points

In order to get a closed-form formula which approximates the value of T' (r, s), we follow
the analysis by Pemantle and Wilson (2008). As stated in Section 4.3, this method does
not allow to prove the bound’s correctness for a recurrence relation of the form that we
have, but it does allow us to obtain an estimated bound, which we empirically evaluate

to be precise.

The first step is to express the function as a ratio F = G/H, that is:

G(z,y)=1 —z + 2zy — 2%y,
H(z,y) = (1—2)(1-y)(1 -z —zy).

We use H,, Hy, Hy,, Hyy, Hy, for the partial derivatives of H with respect to the sub-
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scripted variables:

Hy = (1-y)(32y — 2x(y — 1) - 2),
Hy=(1—z)(2*2y—1)+x— 1),

Hyp = =2(y = 1)(Bz — Dy + 1), (A.3)
Hyy = —2a%(z — 1),

Hyy = 22(3 — 6y) + da(y — 1) + 2.

We need to find the critical points which are given by the solutions of the following
system in the positive quadrant (z,y > 0):

H=0
svH, =ryH,.

There are three solutions of the system in the positive quadrant:

e

(:Ez,yg) = (1, 1) <A4)
(23, y3) = (7"—23’ s(r—s) ) .

r—s’ (r—2s)?

The third solution is missing when r = s or r = 2s. Suppose that m <r/s < M
for m > 0, M < oo. Then according to the work of Pemantle and Wilson (2008), each
critical point contributes some asymptotic factor to the possible upper bound of the
recursion. We denote the matching contribution factor of each point (z;, y;) by T; (r, s).

The contribution by each point is given by a different formula, depending on the
point’s multiplicity.

Let H = HyyHyy — Hyyy. Then the contribution T of a multiple point (x;,y;) is
given by:

G (i
E (7,7 8) — :L,Z—Tyl—s ($'L7yl) . (A'5)
\/—352231227‘[ (i, yi)
Let:
Q (.%', y) = xnyZHZ - yHy$2Hg% - yQngQHx:B (A 6)
— a:ZHinHyy +2zxH,yH,xyH,,,
Then the contribution T; of a single point (x;,y;) is given by:

Ty (r,5) = G (@i,yi) -, —s |~Yilly (@i yi) (A7)

T :
V2 Yi 5Q (zi,ys)

When H doesn’t contain quadratic factors, a point is considered “single” if the value
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of the gradient of H at the point is non-zero. Otherwise, it is considered “multiple”.

Multiple Points’ Contribution

The points (x1,y1) and (x2,y2) from Equation A.4 are both multiple points. The

corresponding values of H and G functions for those points are:

15/5 35
H(xhyl) = 2\/> - ?aG('rlayl) = \/5_ 17
H (x2,12) = —1,G (22,92) = 1.

The points’ contributions, given by substituting the aforementioned values in Equa-

T (r.s) ~ (3[4—5) ' <1+2\/5>T

tion A.5, are:

Single Points’ Contribution

The point (z3,y3) from Equation 4.3 is a single point. According to Equation A.6 and

Equation A.7, its contribution is:

(r—s)—* 2s \/7
. _ ) e A9
3 (Ty 3) (7“ _ 25)7"—28 .85 r—2g 27’ ( )

2

where a = O(%).

s

Obtained Recurrence Approximation

In Section 4.3, we presented the motivation for computing a bound for the specific case
where there is a linear dependence between r and s, namely, r = ns for a given n € N.
For this case, by simply substituting r and reducing the fractions, we get the following

factors for each critical point:

Ty (ns,s) = 1,

- A 1+\/5 ns
TZ(nS’S)_<3\/5_5)'< 2 ) ’ (A.10)

n—1"1\" 2|
T3 (ns,s) = <En—2§”—2> S %a
where 8 = O(n?).

We care about finding the component in Equation A.10 which closely approximates
the value of T' (ns, s). First, observe that % . \/% is asymptotically O(1). Now, let ng
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be the solution of

(n—1)""'  (14+5\"
- =5 :

which is ng = @ ~ 3.618033. Note that we intentionally omit the multiplication
by 1/4/s, which is insignificant asymptotically in this case.

Each of the critical points’ contribution is used to approximate the recursion value
for a certain range of values of n. Empirically, we get that if n < ng then the contri-

bution of the multiple points gives a tight approximation:

T{ns,s)~ 1+ (3\/54—5> ' <1+2\/5>"57

which is the same, asymptotically, as the ns’th Fibonacci number.

If n > ng then the approximation is given by the contribution of the single point,

n—1)"1\" 1
T (ns,s) ~ <En — 2;n2> vt

where we assume that ~ ignores a constant factor within the approximated expression.

therefore:

We are interested in the asymptotic behavior of this approximation, therefore we

_1\yn—1
focus on the formula obtained for n > ng. We notice that E” L

W < en, thus, in

conclusion we get the following upper bound on 7"

(A.11)
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PN o 1IN I MY MAPF mya v 0mmvin 0mmanonn H¥ nooY nimay mawn
.OWNIN SV 2N PN 0Y TTHNNNY DONON

NIPnn Ny ,CBS omandr Y ny12>0on 0oNY 07PN MNIN NP 1 NTIAYD RIND NP
D90 NYYSN MYNNNI DMK DI9WND ,NN»PN NPOIND DY DDDIANND DX 1T NTIAYA .INP WD
CBS 5v 0512 moyan S Hovipn Sy Dyavnn DMNINN MTIN MYTN NINIANY DY D»VNRNN
DO MDOYHN MOW PNV DY NDDIAN NTIAYA MININD DHIIND DY 19IN2 DTN TTINNND
1321 YV YHOPNN DTHN MM MYNNNI ONINONRN DY NN AT DX ONDIN DX ,NINYRIN
NX» 2o WX MOV 97 - Multi-valued Decision Diagram (MDD) xapn »1in» ©0m)
JN 900N TN NAY L, DN DY MTIPI MDY P2 1910 MY OPIVANRD OD0NN HOD OV »0pamp
DIPINMON DY VISYNN 2N DTN DYy DONN DX 19vY 1o vann MDD-n 99 571 by oonn

M0 npna CBS

TP2ONPI NNDN MYNNINI DIPINORD DY NN 1D NP0 DY ODN DYIN NN ,MIVN NOOYA
P1TN 19N DIDND 2T MNP NYIPNS DY NODIANN NPDIN NYWA DYNNYN NNIX .AYTN
JP20MPAN ANONN DX

T NPIID NAY DINVYMD DWTN DNIPOY DMNON 190N DIPNND NMNIN 1VON MOV MYNNINI
PN NAY DNPINVOND DY TN DONN DX PTNY N9 MIvarn MmN .CBS omnor dv nyn
1IN ,(benchmarks) D»OITIVD JNAN-2YWNIN DY AN GOIN DY ,RNONTD .ONWNIN DY TIND 2N
PN VN LDV .IDMN OONN NMYD ,2106 MNad S¥ MVPHA JPPOYN OONN SV NPV DN
NN IIVAN? 2D DNPN NN YR ,DPIVAN DPIPNN TYNN TYSI MINKIND 1PT DY 2N P9
MAPF moya 5w »wipn by oy awnin 0NN MTIN 132NN N9Y NXIPY 2”0 Ipnnn 1’ NN
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99851

D20 NXIAP NAY DNODN qGOIX NN w7y (MAPE) "00510 naym 59on ynon” myaa
IO PAY N PYAY VN DY TAN DVIINND 0PN DIDDNNY T ,NNNI NOMYN N30 YN
ODIV»PN 2APY ,NPPOINTM TPMONINN NYAN NINNA IPNNN NINP 2792 MNINKRD DIV 2N

MAPF moya »mnNn 7pnNenn DY 7HN0N2 17100 DN AYN PTMHRD 0NN 02N

VAN PN NN, PNIMAD TN IR YA N TR 10 NIAY 9900 NNV G Oy
AUN DPRIIVON MW 190N MN»P NN Oy .1p2wn nvp mvwn 1»n MAPE moya may
JDOPON J9IN PYIN SV DIV KO DWNIN DY TTINNND MIVOND

DIPINON N ,71PYIAN NAY IDDVNN PNIMO NNONND YNYN TWUN D000 DNNININRIND TN
91192 YN YW DWNIN DY AN P oy TTnnn Nt o oR .Conflict-Based Search (CBS)
NNNIPAN POVN PNINS NINND MON KD 0NAY 0’29 DYNIN DY NN OY TN 27 J9IN2
DXYAND »OYa DR NYPNN DIPINOND DN DWNINIY MINID PIYND . TIND TIIN D8I-98
MO TTHNNND NYYNN DNPINONRN OIPR DXINK DWNIND OMN D7) TUN DNYID O»TIN»
YA DY Y2IWNN SVIPN DY DWAYNN DNIND MTIN 1OV MIAN D1T) Y9 DY MY .Nad

NIN TTINDND OV DNRNINOND DY N9 oy MAPF

WNPN DY DWAVNY DOIINN DIV Iy NN TIOYD DXDINY 1t MPYaAY DONPNN DX 1 NTIaya
DIPIVIN DY NN AT NPIIDO MNP DY IYTHINKD NYNA N DNT DVIY DX .PYan DY
VDN NIPN2 DIPINVONRN DY NXIN T DY SNNINDN DONN NN PTD nvna ,CBS

DNIDNHD D7) DY YN NYN R NTIAYD P8O DANIWY NN N NPIIIDN NPYINN DNNX
IUN DXV DY GDINY DIXID DIDNNNDA DIOTHN 257NN JONND DY 1k 1Py IDINVIN
DY) VAN MDY NDIN MTIPIY OMN 221N DI/ TH OO 2NN YD DONON
P90 MTIPID DY MOND TN NIN IMNX §TNN OX TANX DD, RNN MNP 1ONNa »apna
ANPY NI 19N MDPPYNI DX YN IV OPRY TD DOIDTINN TR DIY 51901 1I0N5 ¥
nvann MAPF mya (7121 Ny 0N PRIN 99100 pORITTIND YINIAN 19 NIPNIAN) IODI0N
v @55 MAPE mya Hv oonnnn STmnn 73y mnTIng Jonnn 5 novvn X ST

JNMVIN JDIND DIDNHD D11 NAY PIPHRD 0DV AYINIY MO2IND MHXNN TN

PRYN 0 ,MAPE mya mysnNa 'pon/NOn 91710 DN IUN DAD) DAY DIY» DY)
.DPD12T MODIAN MAD NVPIPOANY DPNDINVIN 02257 DY NYNN N7 ,D’ANNYN Y10 AWNN
NIY 1991 ,92010 21N I MPYAD 1NV 53 ODDPVNN PN’ RINND WATI 190N DIV»N 5935
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